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Abstract—This paper studies the contributions of routing
dynamics to the duration of long-lived end-to-end Internet path
failures. Studies have shown that end-to-end Internet failures (pe-
riods of prolonged packet loss) are widespread. These failures are
typically attributed to either congestion or routing dynamics. Un-
fortunately, the extent to which congestion and routing dynamics
contribute to long-lasting path failures, and the effect of routing
dynamics on end-to-end performance, are not well understood.
This paper uses a joint analysis of active measurements and
routing data to characterize end-to-end failures observed over
one month on a topologically diverse Internet testbed. We find
that routing dynamics coincide with most prolonged end-to-end
failures, suggesting that routing dynamics contribute significantly
to the duration of these failures. We also find that most long-lived
end-to-end path failures that coincide with routing dynamics are
caused by BGP convergence or instability. Our results provide
new insights into the effects of routing instability on end-to-end
Internet path performance.

I. INTRODUCTION

Studies have shown that end-to-end Internet path failures
(periods of prolonged packet loss) are widespread and can
last as long as 10 minutes [7], [14], [17]. These failures can
degrade the quality of Internet applications. Although most
failures initially result from either congestion or changes in
the underlying network topology (i.e., node and link failure
and recovery), the duration of the failure comprises not only
the time that a link is down but also the time that the routing
protocol takes to react to the failure and discover alternative
paths. During the period, routing protocols propagate routing
changes among sets of routers, which are called routing
dynamics. This paper seeks to understand the extent to which
routing dynamics contribute to prolonged end-to-end Internet
path failure, a property which, until now, has been poorly
understood. More specifically, very little is known about
(1) how routing instability affects end-to-end path performance
(e.g., duration of reachability loss, packet delivery rates, delay,
etc.), or (2) what types of routing dynamics can prolong path
failures in the first place.

Using a joint analysis of active measurements and routing
data over one month on a topologically diverse Internet
testbed, this paper studies how routing dynamics contribute
to prolonged end-to-end Internet path failures. Building on
previous work that studied the correlation between BGP
routing dynamics and Internet path failures [7], we study the
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types of BGP routing dynamics that can cause end-to-end path
failures, and we observe how often specific types of routing
dynamics coincide with prolonged path failures. As opposed
to actively injecting exogenous routing faults into the network
and observing the effects on end-to-end performance [13],
[21], we observe endogenous faults and the passive response
of the routing protocols to these faults.

We find that routing dynamics contribute significantly to
end-to-end failures and that nearly all long-lasting path failures
coincide with routing dynamics. Additionally, we find that
many of the long-lived failures that are caused by routing dy-
namics are due to the behavior of today’s interdomain routing
protocol, Border Gateway Protocol (BGP) [18]. We observe
that a significant portion of end-to-end failures are caused by a
specific class of routing dynamics that BGP experiences during
convergence. Although it is well known that BGP experiences
long convergence delay, BGP convergence does not necessarily
cause path outages per se, and long convergence delay does
not necessarily lead to prolonged path failures.

To the best of our knowledge, our work is the first to show
that routing dynamics contribute to most prolonged end-to-end
Internet path failures. Our results have important implications
for enhancing Internet reliability: We believe that the results
in this paper will help both network engineers and protocol
designers determine which aspects of routing dynamics have
the most detrimental impact on end-to-end path performance.
Our results also underscore the necessity of enhancing today’s
interdomain routing architecture and explicitly point out the
kind of of routing dynamics to avoid in the future design of
interdomain routing protocol.

The rest of this paper is organized as follows. Section II
describes our measurement methods, as well as important
caveats and limitations. Section III describes the data used in
our experiments. Section IV explains the techniques we use
to classify routing dynamics that lead to prolonged end-to-
end path failures and also shows the extent that those routing
dynamics are caused by BGP instability (as opposed to other
types of routing dynamics). Section V describes related work,
and Section VI concludes.

II. MEASUREMENT TECHNIQUES

In this section, we describe our measurement techniques.
We use active probes to detect a failure on the forward path



and traceroutes to provide information about the IP-level path
characteristics of a failure on a forward path. This additional
information helps us classify which failures are due to routing
dynamics versus those that are likely not.

A. One-Way Failures

We use active probes between pairs of testbed hosts to
identify failures. The active probes allow us to continuously
monitor packet loss and delay characteristics of the end-to-
end paths in the testbed topology and determine when various
paths are experiencing failures. Each host generates a unique
packet identifier for each probe packet before sending the
probe. When a host transmits a packet, it logs the time when
the packet was sent; the host that receives the packet (1) logs
the time when the packet was received and (2) sends a reply
probe to the sender, logging the time at which it sent the
reply. The initial sender then logs the time when it receives
the reply packet. All of the testbed hosts are synchronized to
within 1 millisecond, which allows us to measure the one-
way delay of every transmission. Because each testbed host
logs every time it sends or receives a packet, we can merge
these logs to identify one-way path failures between host pairs
(this process differs from traditional “pings”, which cannot
differentiate between failures on the forward path vs. failures
on the reverse path).

Our data plane measurements only test end-to-end reacha-
bility of each path once per five seconds. Therefore, we are
not guaranteed to capture any failures that are shorter than
5 seconds. In this paper, because we are only concerned with
prolonged failures, we only attempt to characterize failures that
last longer than 10 seconds (i.e., failures for which at least two
consecutive probes were lost). The results in this paper apply
only to failures that last longer than ten seconds; determining
the causes of transient, short-lived failures is beyond the scope
of this paper.

B. Identifying Routing Dynamics

We study how routing protocol dynamics contribute to the
end-to-end path failures observed in Section II-A. The Internet
has two types of routing protocols: intradomain routing pro-
tocols, or Interior Gateway Protocols (IGPs); and interdomain
routing protocols, the primary example of which is the Border
Gateway Protocol (BGP) [18]. When some event (e.g., a link
or node failure) causes an end-to-end path failure, these routing
protocols react to the failure by propagating routing changes
among sets of routers. Studies have shown that link state
intradomain protocols such as OSPF and ISIS can converge in
a few hundred milliseconds [1], [2], [3], [9]. On the contrary,
BGP may converge very slowly [12], [13], during which time
packets may be dropped [20], [21].

IGP or BGP routing messages may indicate routing dynam-
ics, but obtaining these messages for all routers across the
Internet is not possible. Additionally, routing failures may not
be reflected in BGP updates [7], particularly if the observation
point is far from the source of the failure. To address these
limitations, we use traceroute to measure /P-level path changes

that occur around the time of path failures to identify routing
dynamics.

First, we perform traceroutes immediately after the failure
occurs. If a host sends two consecutive probe packets without
receiving a reply from the destination host, the sender imme-
diately sends a traceroute to the destination and subsequently
sends one traceroute to the destination every ten seconds for
ten minutes or until the destination becomes reachable again,
whichever occurs first. These traceroutes allow us to study the
properties of the IP-level path once we have ascertained the
existence of a problem in the data plane. Due to the large
number of testbed paths and the frequency with which we ran
traceroutes, it is necessary to rate-limit our traceroute probes;
as such, we do not capture traceroutes that correlate to all
path failures, but we believe that the sample for which we
do measure path performance is representative, especially for
longer failures.

Second, to gain information about the behavior of the rout-
ing system before the failures, we collect periodic “snapshots”
of the IP-level paths between pairs of hosts in the testbed. In
addition to the failure-triggered traceroutes, each host initiates
a traceroute to every other testbed destination every minute.

From these sets of traceroute measurements, we can identify
the IP-level paths around the time of a failure: (1) an IP-level
path before the failure, P, (taken from our snapshots); (2) a
set of IP-level paths during the failure, denoted as P (taken
from the triggered traceroutes); and (3) an IP-level path that
reaches the destination after the failure, P; (also taken from
the triggered traceroutes, or from the snapshots if the triggered
traceroutes do not have such a path). Some IP-level paths in
P may not reach the destination, but Py and P; must reach
the destination. We use the following guidelines to help us
classify path failures caused by routing dynamics:

1) We say that the failure coincided with routing dynamics
if some IP-level path in P can reach the destination if
the IP-level path changes between F, and the path in P
or if the IP-level path changes between Py and P;.

2) We attribute the failure to a routing loop if any paths in
P have duplicate routers.

3) If the paths in P fail at different routers, and these
routers get progressively closer to the source, we at-
tribute the failure to the propagation of BGP with-
drawals.

This method may misclassify a failure if the failure does not
induce a path change. For example, suppose that a router has
only one route to a destination. When the router experiences
a failure, the traceroute may not reflect any IP-level path
change, since no alternate path exists. Our triggered traceroute
measurements may also fail to attribute some failures to
routing dynamics if we do not observe the IP-level path change
(e.g., if routing dynamics occur in between our traceroutes). As
such, the number of failures that we have attributed to routing
dynamics is a lower bound. That means, routing dynamics
may be an even greater contributor to end-to-end failures than
our results suggest.



ITI. DATA

This section summarizes the data sets that we collected for
our experiments.

1) Traceroutes and Active Probes: To study the effects
of routing instability on data plane behavior, we collected
traceroutes and active probes from the RON testbed [19] on
two separate occasions: from November 28, 2004 to December
8, 2004 between 19 pairwise hosts (trace 77 ), and from March
11, 2005 to March 21, 2005 between 9 pairwise hosts (trace
T5).

The traceroute data consists of both periodic ‘“snapshots”
of the testbed topology and traceroutes that were triggered
by failures that were detected by the active probes. The
dataset contains over 430 million active probes and 4 million
traceroutes. These hosts are geographically and topologically
diverse: the connections of these testbed hosts included low-
bandwidth upstream connections such as cable modem and
DSL, as well as higher bandwidth connections to both research
networks (e.g., Internet2) and commercial ISPs.

2) BGP Routing Measurements: At each collection host,
we collect BGP messages from the network’s border router.
The monitor receives BGP updates from the border router.
Because of the configuration, the monitors do not see all
BGP messages heard by the border router; they see only BGP
messages that cause a change in the border router’s choice of
best route to a prefix.

IV. EXPERIMENTAL RESULTS

In this section, we study failures that are caused by routing
dynamics, and understand the extent to which those failures are
caused by routing dynamics. In particular, we analyze various
characteristics of the end-to-end path failures that we observed
on the data plane and characteristics of routing dynamics.

A. Path Failure Characteristics

We study data plane behavior of various types of path fail-
ures based on the following two categories: (1) those that we
can reliably attribute to routing dynamics and (2) failures that
we cannot reliably attribute to a control plane. It is probably
reasonable to assume that failures in the second category are
likely due to other phenomena such as congestion, as they
correspond to neither changes in the IP-level path before,
during, or after the failure nor any visible routing updates.
Although we can reliably infer when a path failure is caused by
routing dynamics, we unfortunately cannot attribute the second
class of failures to congestion with absolute certainty, because
the control plane failure might not have been observable with
our traceroute-based measurements: it may have lasted less
than five seconds, not involved an IP-level path change, or
both. Therefore, we emphasize that routing dynamics may be
an even greater contributor to end-to-end path failures than
we are able to ascertain by our measurements alone.

1) Overall Results: Table I and II summarize the number of
each type of failure and the number of packets lost due to each
type of failure, for trace 17 and 7%, respectively. The two tables
show the same statistics for the subset of failures longer than
30 seconds. That is, in most cases, failures involving routing

dynamics were responsible for the majority of lost packets. In
addition, Table I and II show that the number of routing loops
and the number of packets lost due to routing loops are the
smallest, which implies that most failures involving routing
dynamics do not tend to result in routing loops.

2) Failure Duration: Figure 1 shows a cumulative distri-
bution function (CDF) of the duration of each class of end-
to-end path failures. (Figure 2 shows the CDF of the number
of packets lost due to each class of end-to-end path failures.
Because each host probed each path once every five seconds,
the number of probes lost is simply another way to look
at failure duration.) Furthermore, about 10% of the failures
involving routing dynamics last longer than 15 minutes, though
almost no failures last longer than 30 minutes. The order of
magnitude of these routing failures is consistent with BGP-
related failures in previous work [7], [14].

We observe that routing dynamics account for the majority
of lost packets, and are also responsible for failures that last
considerably longer than failures that are not caused by routing
instability. Our findings involving failure duration confirm
the commonly held view that congestion-related failures (and
other failures that do not involve the control plane) are typi-
cally short, while failures that involve control plane instability
last considerably longer. These findings make sense: while
congestion-related failures are typically caused by short-lived
events (e.g., full queues), failures that involve control plane
phenomena such routing protocol convergence are likely to
last considerably longer.

B. Routing Dynamics

We use IP-level path changes to help us identify routing
dynamics. Tables I and II summarize the number of failures
caused by routing dynamics and packets lost due to routing dy-
namics for traces 77, 15, respectively. Recall that most routing
dynamics do not involve loops. As discussed in Section II-B,
IP-level paths with multiple failure points are caused by the
propagation of BGP withdrawals. Among the failures caused
by routing dynamics, we observe that for datasets 7; and
T5, 10% (1), and 4% (I3) of all failures caused by routing
dynamics can be attributed to this case, respectively.

Further, to identify whether BGP instability was the cause
of routing dynamics, we correlated IP-level path changes
observed from 6 testbed hosts with BGP instability as observed
from the networks where those hosts were located. Similar to
the approach taken in previous work [7], we use a 60-minute
time window to correlate IP level path changes with BGP
instability. Suppose at time ¢ there is a failure with an IP-level
path change; we examine if there is any BGP update for the
destination during the time [t — 30,¢ + 30]. We observe that
about 48% for dataset 77 and 75 coincide with corresponding
BGP updates. (Note that this observation is consistent with
previous work, which observed that end-to-end path outages
coincide with BGP instability roughly half of the time [7].)
Note that, because IP-level path changes involving BGP do not
always change the AS path, not all routing dynamics caused
by BGP will be visible by observing IP-level path chances
from end hosts.



All Failures Failures > 30 seconds
Failure Type Number  Lost Packets  Fraction | Number  Lost Packets  Fraction
Routing Dynamics 800 12334 0.6904 380 10978 0.8113
- Routing Loops 12 281 0.0157 9 272 0.0201
- Loop-free Dynamics 788 12053 0.6747 371 10706 0.7912
Unknown 1307 5530 0.3096 131 2553 0.1887
Total 2107 17864 1.0000 511 13531 1.0000
TABLE I

PACKETS LOST DUE TO EACH TYPE OF FAILURE FOR TRACE 77 (FOR WHICH MORE THAN TWO CONSECUTIVE PROBES WERE LOST).

All Failures Failures > 30 seconds
Failure Type Number  Lost Packets  Fraction ‘ Number  Lost Packets  Fraction
Routing Dynamics 175 5920 0.8475 165 5852 0.8652
- Routing Loops 5 160 0.0229 3 147 0.0217
- Loop-free Dynamics 170 5760 0.8246 162 5705 0.8434
Unknown 76 1065 0.1525 53 912 0.1348
Total 251 6985 1.0000 218 6764 1.0000
TABLE II

PACKETS LOST DUE TO EACH TYPE OF FAILURE FOR TRACE 7% (FOR WHICH MORE THAN TWO CONSECUTIVE PROBES WERE LOST).

V. RELATED WORK

Previous work has studied routing instability and end-to-
end performance separately but has not examined the effects
of routing instability on end-to-end performance. Labovitz et
al. studied BGP route instability, focusing on the stability
of paths between Internet Service Providers and artificially
injected routing failures to discover their effects on Internet
path performance [13]; we extend this work by quantifying
the effects of real-world routing instability on end-to-end
performance. Recent work attempts to identify the cause and
origin of routing dynamics but does not study the effects
of routing dynamics on end-to-end performance [5], [6], [8].
Other work has characterized failures that are correlated with
IS-IS routing updates [4]. They classify failures according to
their underlying causes such as maintenance activities, router-
related and optical layer problems. Teixeira et al. measure
the effects of intradomain routing on BGP routing stability
but do not examine how this instability affects end-to-end
performance [10]. Other work has also examined the effects
of various routing protocol artifacts (e.g., timers, route flap
damping parameters) on convergence time but does not explore
the effects of this slow convergence on end-to-end perfor-
mance [11], [15].

Conversely, other studies have examined the correlation
between packet delay and packet loss and model congestion-
induced packet loss [16], [22], but these studies do not examine
the effects of routing dynamics on packet loss. Our work
extends these previous studies by quantifying the effects of
these instabilities on end-to-end performance and the extent
to which routing instability degrades end-to-end performance.

Measurement studies have correlated routing instability and
end-to-end performance, without identifying to what extent
routing instability actually causes end-to-end performance
degradation. Paxson identified Internet failures, routing loops,
and routing pathologies using end-to-end traceroutes collected
in 1994 and 1995 [17] and discovered that routing instability
can disrupt end-to-end connectivity. We build on this work

by examining the extent to which various types of routing
instability are responsible for packet loss and degradations in
end-to-end performance. Feamster et al. studied the location
and duration of end-to-end path failures and correlated end-
to-end path failures with BGP routing instability [7]. Our
paper extends this study by examining the effects of various
types of routing instability on end-to-end performance, rather
than simply the correlation between instability and end-to-end
performance.

VI. CONCLUSION

Despite the fact that increasingly many Internet applica-
tions depend on high availability of end-to-end paths, our
understanding of (1) how routing dynamics affect end-to-
end path performance and (2) what types of routing events
are responsible for dynamics that result in long-lived failures
has been extremely limited to date. This paper explores
how routing dynamics affect end-to-end path reachability and
performance; we believe that this paper presents the first in-
depth study of the effects of routing dynamics on end-to-end
paths. Our technique combines measurements from both the
data and control planes (i.e., active probes, traceroutes, and
BGP routing data) and employs new techniques to identify
the causes of end-to-end path failures using only the IP-level
path information as measured from end-hosts.

Our findings suggest that while most packet losses are
caused by phenomena other than routing dynamics (e.g.,
congestion), when routing dynamics do cause path failures,
these path failures can last significantly longer than other types
of failures. This result suggests that reactive routing can be
successful at masking the types of failures that result from
routing dynamics and that it may occasionally have trouble
masking long-lived failures caused by other factors. Finally,
we note that most long-lived failures that are caused by routing
dynamics can be attributed to the interdomain routing protocol,
BGP. BGP is the source of many cases of routing dynamics
that result in long-lived end-to-end path failures; redesigning
some of BGP’s artifacts that result in slow convergence may
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eliminate the vast majority of end-to-end path failures caused
by routing dynamics.
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