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1. INTRODUCTION
As more applications become distributed in nature, it is

increasingly important to ensure the best possible perfor-
mance when transferring data between different end-points.
Furthermore, the increased availability of multiple providers
and the development of technologies that let end-users con-
trol where and how their traffic is to be sent, make it pos-
sible to take advantage of “path diversity” to improve the
performance and availability of data transfers for such appli-
cations. The ability of a source end system to dynamically
switch among multiple paths to a destination is often re-
ferred to as “path switching.” In this paper, we explore if,
when, and how the ability to perform path switching can
yield meaningful end-to-end performance improvements.

2. WIDE-AREA MEASUREMENT RESULTS
In order to explore the benefits of path switching, we

study the path diversity offered by two common approaches,
namely multi-homing and overlay routing, which have been
used by both industry and academia [1] [2]. We set up a
wide-area testbed, on which (1) each node has the ability to
select different providers to reach other nodes, and (2) the
nodes can form an overlay network by using another node as
an intermediary to reach other nodes. Our testbed involves
three multi-homed campus networks in the US, i.e., Univer-
sity of Massachusetts (UMass), University of Pennsylvania
(UPenn), and University of Minnesota (UMN). We assessed
the level of path diversity by conducting extensive measure-
ments on our testbed across a period of several months to
monitor end-to-end delay and loss characteristics of all pos-
sible path combinations.
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Based on the measurement, our first major observation
is that for end-to-end delay, there exists a dominant path

that almost always outperforms the other paths between a

source and a destination node pair. This is likely because
propagation delay is the primary factor that affects the end-
to-end delay. The relative delay rankings of parallel paths
only change when major events such as AS-level routing
changes happen and the durations are usually long. There-
fore there is not much delay benefit in performing dynamic
path switching, especially at small time scales (e.g., min-
utes). Long-lived delay performance changes can be easily
detected without resorting to any sophisticated prediction
mechanism.

On the other hand, there does not exist a dominant best
performing path with respect to the end-to-end loss perfor-
mance. Most paths experience losses during certain periods
of time, and those lossy periods appear sporadic and some-
what uncorrelated among the paths between a source and
destination node pair. Such observations suggest that path
switching has the potential to improve loss performance. To
quantify the performance gains, we consider the theoretically

best attainable loss performance using path switching by se-
lecting the provider or overlay path with the best average
loss rate over each 1-minute interval, assuming that we have
a priori knowledge of the average loss rate over all the inter-
vals. Our analysis on the collected traces shows that for all
source-destination pairs on our testbed, the overall loss rate
can be reduced by 64.3%, if path switching is performed at
1 minute time scale. The details of the measurement results
and our analysis can be found in [3].

3. THE CASE FOR PATH SWITCHING
Although the theoretical improvement in performance of

using path switching is remarkable for end-to-end loss per-
formance, fully realizing this potential calls for an effective
method to predict the performance on each available path
and make correct path switching decisions.

3.1 Predicting Path States
A random process is predictable only if it exhibits some

form of temporal dependency. Our analysis of the traces
we gathered shows the presence of temporal correlation and
indicates the potential of using past path loss behavior to
predict future behavior. For this purpose, we model the
path performance using a simple two-state model as follows.
Based on the loss rate during an observation time window
w, we label each path as being either in good or bad states:
it is in the good state (represented by 1) if the average loss



rate in the interval is less than (a pre-specified) threshold
θ; otherwise it is in the bad (0) state. By examining all the
traces, we find that w equal to 1 minute is a good choice
due to the strong correlation observed at that lag; θ = 3%
is a decent choice to define the 2-state mode for prediction
as it is a good value for most of our traces.

Given this two-state path performance model, we first
study a simple predictor, which always predicts the state
in the next interval using the observed path state in the
current interval, i.e.,

Xi = xi−1 (1)

Alternatively, we also study Markov predictors with various
amount of memory, namely, Markov predictors of different
orders. A Markov predictor with an order k is defined as
follows: given that the states of a path in the last k intervals,
Xi−1, Xi−2, ...Xi−k, its state in the next interval i, Xi, is
predicted as

Xi = arg max
xi

Pr{Xi = xi|Xi−1 = xi−1, ..., Xi−k = xi−k}

Clearly, the order of the Markov model, k, determines how
much memory (past history) is needed for predicting the
path state in the next interval.

The performance of a predictor is typically measured by
two metrics: precision rate p – the fraction of predicted
states that match the observed states, and recall rate r –
the fraction of observed states that are correctly predicted.
Using these metrics, Fig.1 shows the performance of the sim-
ple predictor and the Markov predictors with various orders
using one of the datasets. We see that the simple and first-
order predictors perform as well as the higher-order predic-
tors. The observation also holds for other datasets.
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Figure 1: The precision-recall percentage of the sim-

ple predictor and Markov predictor with different

orders.

As an aside, we also consider “finer-grained” models for
the path performance using more than two (“good” and
“bad”) states. We find that although using a finer defini-
tion of path state has the advantage of better distinguishing
the quality difference between two paths, the probability of
correctly predicting lossy states decreases as the number of
states increases.

3.2 Prediction-Based Path Switching
Based on the above analysis, we adopt the following sim-

ple path switching strategy: Using the simple predictor (1),
we predict the state of each path in the next time interval
(1 minute) based on the loss rate measured in the current
time interval, and we choose the candidate path with the
best predicted state. We continue using the current path
unless a better path exists.

To evaluate the performance of this simple path switch-
ing mechanism, we use the theoretically best attainable loss
rate, described in Section 2, as our reference. In Fig. 2, we
compare all possible pairs of paths in our testbed, includ-
ing those available through multi-homing and the use of the
overlay network. Each point in the figure corresponds to a
different pair of paths. Namely, for a pair of candidate paths
with loss rates s1 and s2, we first compute the resulting loss
rate of prediction-based path switching s′, and the relative

improvement is then computed as min (s1,s2)−s′

min (s1,s2)
. The cor-

responding reference (optimal) value is computed similarly.
Fig. 2 shows that for most trace pairs the improvement in
loss performance is substantial. Moreover, in some cases
the loss improvement achieved by the on-line path switch-
ing mechanism is fairly close to the best attainable value.
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Figure 2: The relative loss rate improvement: path

switching versus optimal reference.

4. CONCLUSIONS
In this paper we explored the questions of if, when and

how path switching is beneficial in improving end-to-end
performance. For this purpose we set up a wide-area multi-
homing testbed with rich path diversity afforded by both
multiple service providers as well as overlay paths. Using the
delay and loss measurement traces collected on this testbed,
we investigated the potential benefits of dynamic end-to-
end path switching in terms of both delay and loss perfor-
mance. Our conclusions are two-fold: 1) While there are sig-
nificant differences in end-to-end delay performance among
various paths, such differences are in general fairly static
(i.e., long lasting) and thus can be utilized in a straightfor-
ward manner. 2) Whereas, loss rates of different paths vary
dynamically, and there is no single “dominant” path that
always outperforms others. Hence dynamic path switching
among different paths can yield potential performance ben-
efits. Furthermore, we demonstrated that such performance
benefits can be effectively exploited by using a simple dy-
namic path switching strategy.
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