Abstract—Engineering a large IP backbone network without an accurate network-wide view of the traffic demands is challenging. Shifts in user behavior, changes in routing policies, and failures of network elements can result in significant (and sudden) fluctuations in load. In this paper, we present a model of traffic demands to support traffic engineering and performance debugging of large Internet Service Provider networks. By defining a traffic demand as a volume of load originating from an ingress link and destined to a set of egress links, we can capture and predict how routing affects the traffic traveling between domains. To infer the traffic demands, we propose a measurement methodology that combines flow-level measurements collected at all ingress links with reachability information about all egress links. We discuss how to cope with situations where practical considerations limit the amount and quality of the necessary data. Specifically, we show how to infer interdomain traffic demands using measurements collected at a smaller number of edge links—the peering links connecting to neighboring providers. We report on our experiences in deriving the traffic demands in the AT&T IP Backbone, by collecting, validating, and joining very large and diverse sets of usage, configuration, and routing data over extended periods of time. The paper concludes with a preliminary analysis of the observed dynamics of the traffic demands and a discussion of the practical implications for traffic engineering.
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I. INTRODUCTION

The engineering of large IP backbone networks faces a number of difficult challenges. Owing to the astonishing success of Internet applications and the continuing rollout of faster access technologies, demand for bandwidth across backbones is growing explosively. In addition, shifts in user behavior, publishing of new Web content, and deployment of new applications result in significant fluctuations in the volume of traffic exchanged between various hosts in the Internet. Furthermore, changes in routing policies and failures of network elements can cause sudden fluctuations in how traffic flows through the backbone. This leaves network operators in the difficult situation of trying to tune the configuration of the network to adapt to changes in the traffic demands. The task is particularly daunting since the Internet Service Provider (ISP) responsible for administering the backbone does not have end-to-end control of the path from the source to the destination. The majority of traffic in an Internet Service Provider network travels across multiple administrative domains.

The networking community has responded with research and development on increasing link and router capacity and providing a more easily configurable infrastructure. However, relatively little attention has been given to the systems needed to guide the operation and management of the improved infrastructure. In particular, there has been very little work on models for traffic demands or on techniques for populating these models from network measurements. Most existing measurement techniques provide views of the effects of the traffic demands—poor end-to-end performance (e.g., high delay and low throughput) and heavy load (e.g., high link utilization and long queues). These effects are captured by active measurements of delay, loss, or throughput on a path through the network [1], or passive monitoring of individual routers and links [2], [3].

However, managing an ISP backbone begs for a network-wide understanding of the flow of traffic. An accurate view of the traffic demands is crucial for a number of important tasks, such as debugging performance problems, optimizing the configuration of the routing protocols, and planning the rollout of new capacity. In particular, the recently formed IETF working group on Internet Traffic Engineering recognizes that 1) accurate demand models are crucial for effective traffic engineering of IP networks, but 2) developing such models and populating them via appropriate measurements are open problems [4], [5]. These are precisely the topics we address in this paper. As far as we know, no comparable study of the network-wide traffic demands in an ISP backbone has been conducted to date.

How should traffic demands be modeled and inferred from network measurements? At one extreme, IP traffic could be represented at the level of individual source–destination pairs, possibly aggregating sources and destinations to the network address or autonomous system level. Such an end-to-end traffic matrix would lend insight into the fluctuations in load over the Internet across time. However, representing all hosts or network addresses would result in an extremely large traffic matrix. In addition, no single ISP is likely to see all of the traffic to and from each network address, making it virtually impossible to populate such a model.

Alternatively, IP traffic could be aggregated to point-to-point demands between edge links or routers in the ISP backbone, an option suggested in [6] in the context of MPLS-enabled networks. However, this approach has fundamental difficulty in dealing with traffic that traverses multiple domains.
destination (network address) is typically reachable from multiple edge routers, as shown in Fig. 1. As a result, IP traffic demands are naturally modeled as point-to-multipoint volumes. This is a simple, but crucial difference between IP networks and connection-oriented networks (such as Frame Relay), where demands are naturally modeled as point-to-point volumes. The set of egress links depends on the ISP’s routing policies and the Border Gateway Protocol (BGP) advertisements received from neighboring domains. The selection of a unique link from this set depends on intradomain routing information. In the example, suppose the traffic exits the network via the top egress link. A link failure or a change in the configuration of intradomain routing could cause the traffic to move to the bottom egress link. A change in the ISP’s interdomain policies or the withdrawal of a route advertisement from a neighboring domain could also alter the flow of traffic. Modeling interdomain traffic as point-to-point would couple the demand model to the internal routing configuration, making it difficult to predict how such changes would affect network load; the routing change itself could have a major impact on the point-to-point demands.

In this paper, first we propose a simple traffic demand model that effectively handles interdomain traffic. As discussed in Section II, the model is invariant to changes in the internal routing configuration, and as such provides a sound basis for traffic engineering. Our demand model allows us to predict how changing the internal routing configuration impacts the distribution of load on internal links. Second, we provide a methodology for populating the model from usage measurements collected at ingress links and reachability information collected at egress links. Third, we consider how to apply the model when practical considerations severely limit the location of usage measurements to a much smaller number of edge links. Specifically, in Section III, we propose a methodology for populating the interdomain demand model when usage measurements are limited to the links to neighboring service providers, coping (in particular) with not having usage measurements at customer access points.

Next, we describe our practical experiences applying the methods of Sections II and III in a large operational ISP network—the AT&T IP Backbone. This is where we must confront practical limitations in the usage, configuration, and routing data available in today’s IP networks. In Section IV, we describe the challenges of processing router configuration files, forwarding tables, flow-level measurements, and SNMP data collected from multiple locations in the network over an extended period of time. In particular, we highlight how we addressed several practical constraints that arose in processing the large (and lossy) flow-level measurements. In Section V, we present results showing the effectiveness of the techniques in Sections II and III. We show that the data sets collected at multiple times and locations are remarkably coherent, and present a detailed explanation of the occasional inconsistencies that arise from network dynamics.

Our analysis of the measured demands focuses on the time scale of tens of minutes to hours or days. Traffic engineering tasks occur on this time scale [7], where fundamental shifts in user behavior and changes in network routing introduce traffic variability beyond statistical fluctuations. On a smaller time scale, Internet traffic fluctuates in reaction to bursty user behavior and congestion control mechanisms. In populating our demand model, we focus on large aggregates of traffic, rather than the dynamics of individual flows. The distribution of traffic through the network is sensitive to the dynamics of interdomain routing, which may change the set of egress points for a particular destination. Our demand model can be applied to investigate the impact of such changes in reachability information, due to network failures, reconfigurations, or policy changes.

II. TRAFFIC DEMANDS

This section presents a brief overview of ISP backbone architectures and routing protocols. We also propose a model for IP traffic demands, and discuss its application to several important traffic-engineering tasks. Then, we describe how to compute these demands from flow-level measurements at ingress links and reachability information about egress links.

A. ISP Backbone Networks

An ISP backbone network consists of a collection of IP routers and bidirectional layer-three links, as shown in Fig. 2. Backbone links connect routers inside the ISP backbone, and edge links connect to downstream customers or neighboring providers. Edge links are divided into access links and peering links. For example, an access link could connect to a modem bank for dial-up users, a web-hosting complex, or a particular business or university campus. Multihomed customers have two or more access links for higher capacity, load balancing, or fault tolerance. Peering links connect to neighboring service providers. A peering link could connect to a public Internet exchange point, or directly to a private peer or transit provider. An ISP often has multiple peering links to each neighboring provider, typically in different geographic locations. Depending on the contractual relationships, the ISP may or may not allow a pair of peers to communicate across the backbone.
Each link is bidirectional. When carrying traffic into the ISP backbone, an edge link is referred to as an ingress link; when carrying traffic away from the ISP backbone, an edge link is referred to as an egress link. Fig. 2 illustrates the four possible scenarios—internal traffic that travels from an ingress access link to an egress access link, transit traffic that travels from an ingress peering link to an egress peering link, inbound traffic that travels from an ingress peering link to an egress access link, and outbound traffic that travels from an ingress access link to an egress peering link. Much of the traffic in the Internet must travel through multiple domains en route from the source to the destination. Hence, most of the traffic in an ISP backbone enters or leaves the network on a peering link. As such, an ISP rarely has complete control of the entire path from the source to the destination. Even for internal traffic, the customer exercises control over how the traffic enters the ISP backbone, and how the traffic travels from the egress link through the customer’s network to the destination host.

The path traveled by an IP packet depends on the interplay between interdomain and intradomain routing. The ISP employs an intradomain routing protocol, such as OSPF or IS-IS, to select paths through the backbone between ingress and egress links. Under OSPF and IS-IS, the routers exchange link-state information and forward packets along shortest paths, based on the sum of link weights chosen by the ISP. Typically, customers and peers do not participate directly in these protocols with the ISP. Communicating across domains requires coordination with customers and peers to exchange reachability information. Interdomain routing operates at the level of a network address, or prefix, consisting of an IP address and a mask length (e.g., 135.207.119.0/24 has a 24-bit mask that specifies a block of 256 contiguous addresses). An ISP typically uses static routes to direct traffic toward customers who have a fixed set of network addresses and do not participate in an intradomain routing protocol. BGP is used to exchange dynamic reachability information with the remaining customers and neighboring providers.

B. Demand Model

The interplay between intradomain and interdomain routing has important implications for how we define a traffic demand. The ISP network lies in the middle of the Internet, and may not have a direct connection to the sender or the receiver of any particular flow of packets. As such, a particular destination prefix may be reachable via multiple egress links from the ISP. A multihomed customer may receive traffic on two or more links that connect to different points in the ISP backbone. Likewise, an ISP may have multiple links connecting to a neighboring provider. When a router learns multiple routes to the same destination prefix, the ultimate decision of which route to use depends on the BGP route-selection process. The decision process involves multiple steps to select from the set of advertised routes. First, import policies may prefer one route over another. For example, the router may prefer routes via one neighboring autonomous system over another. Then, the decision process considers the length of the path, in terms of the number of autonomous systems involved, followed by several other criteria [8], [9].

Later in the tie-breaking process, the selection of a route (and the corresponding egress link) depends on information from the intradomain routing protocol. For example, suppose the BGP selection process results in two routes leaving the ISP backbone in New York and San Francisco, respectively. The egress link for a particular packet would depend on where this traffic entered the network. The packet would travel to the “closest” egress link, where closeness depends on the intradomain routing parameters. For example, traffic entering the ISP backbone in Los Angeles would travel to the San Francisco egress link, whereas traffic entering the ISP backbone in Washington, D.C., would travel to the New York egress link. Finally, if both egress links have the same shortest path cost, the tie is broken by comparing the identifiers of the two routers responsible for advertising these routes. The dependence on intradomain routing implies that a change in the backbone topology or routing configuration could change which egress link is selected. Similarly, if traffic enters the backbone in a different location, the egress link could change.

To be practical, our representation of traffic demands should enable experimentation with changes to the network topology and routing configuration. Hence, we associate each traffic demand with a set of egress links that could carry the traffic. The set represents the outcome of the early stages of the BGP route-selection process, before the consideration of the intradomain protocol. This is in contrast to models that use a multipoint set to capture uncertainty in the distribution of customer traffic across a set of different destinations [10]. In our model, the selection of a particular egress link within the set depends on the configuration of intradomain and interdomain routing. The ISP typically has very limited control over the selection of the ingress link of the traffic. The selection of the ingress link depends on the routing policies of other autonomous systems and directly connected customers. For our initial work on computing and analyzing the traffic matrix, we do not attempt to model how the ingress link is selected. Our model of a traffic demand consists of an ingress link, a set of egress links, and a volume of load.

C. Traffic-Engineering Applications

The volume of load represents the quantity of traffic distributed from the ingress link to the set of possible egress links, averaged over some time scale. This introduces issues of both spatial and temporal aggregation. On the one extreme, it is possible to compute a separate demand for each source–destination pair that exchanges traffic across the backbone. On the other extreme, there could be a single demand for all traffic with the same ingress link and set of egress links. The appropriate choice depends on the application. For example, consider the task of optimizing the configuration of intradomain routing to balance network load [11]. This application could combine all traffic with the same ingress link and set of egress links into a single demand. Changes in intradomain routing could affect the selection of the egress link for each demand. The details of which packets or flows contribute to the demand are not important. Minor extensions to this approach could define a separate demand for each traffic class under differentiated services. This would enable the route optimization to consider the load imparted on each link by each traffic class.
As another application, suppose an ISP is considering a change in its BGP import policies for routes to a particular destination prefix belonging to another provider. A destination prefix that receives a large amount of traffic could result in heavy congestion on one or more peering links. Redirecting this load to a different set of egress links could alleviate the congestion. BGP route advertisements, or entries in the BGP tables, could be used to determine the egress links for a destination prefix. A change in BGP import policies, such as filtering a route advertisement or assigning different local preference values, would change the set of egress links associated with this destination prefix. Similarly, network failures, policy changes in other domains, and even network congestion could result in fluctuations in the BGP reachability information [12], [13]. These intentional and unintentional changes would result in a new traffic demand. To experiment with different sets of egress links, the ISP would need to know which traffic is associated with this particular prefix. For this application, traffic destined to this prefix should not be aggregated with other traffic with the same ingress link and set of egress links.

An ISP may also need to predict the effects of adding or moving an access link. For example, the ISP could rehome an existing customer to a different edge router. In this situation, all outbound demands associated with this customer should originate from the new location, and all inbound demands would have a new set of egress links to reflect the rehomed access link. This would enable the ISP to predict how rehoming the customer would affect the load on the backbone. Similarly, an existing customer may request a new access link for higher bandwidth or fault tolerance. The new link could be added to the set of egress links for inbound demands. The ISP may also have information about how the customer would direct traffic to the appropriate access link. How-to-homing the customer is likely to enter the network on the new access link. Finally, the ISP may need to estimate the effects of adding a new customer. In some situations, the ISP may have information that can aid in predicting the demands. For example, a customer that hosts Web content to this prefix should not be aggregated with other traffic with the same ingress link and set of egress links.

Ultimately, the spatial aggregation of the traffic demands depends on the particular application, ranging from performance debugging and backbone traffic engineering to BGP policy changes and capacity planning. Likewise, the temporal aggregation depends on the application. Long-term capacity planning could consider the traffic on a relatively coarse time scale, whereas debugging short-term performance problems would require a more careful consideration of how load fluctuates across time. In our initial study of traffic demands, we focus on backbone traffic engineering [7]. As such, we aggregate traffic with the same ingress link and set of egress links into a single demand. In a large operational ISP network, this results in fairly large number of traffic demands. The volume of load associated with each demand is identified by flow-level measurements at the ingress links. The set of egress links is identified based on snapshots of the forwarding tables from the routers in the operational network. Then, we compute the current set of demands over a variety of time scales and study the traffic dynamics.

D. Measurement Methodology

To compute the traffic demands, fine-grain traffic measurements should be collected at all ingress links. This enables us to identify the traffic as it enters the ISP backbone. However, collecting packet-level traces at each ingress link would be prohibitively expensive. In addition, traffic engineering does not necessarily need to operate at the small time scale of individual packets. Instead, we propose that flow-level statistics should be collected at each ingress link. These measurements can be collected directly by the incident router [15], [16]. A flow is defined as a set of packets that match in the key IP and TCP/UDP header fields (such as the source and destination addresses, and port numbers) and arrive on the same ingress link. The router should generate a record summarizing the traffic statistics on a regular basis, either after the flow has become inactive or after an extended period of activity. The flow record should include sufficient information for computing the traffic demands: the input link and the dest IP address to identify the end-points of the demand, the start and finish times of the flow, and the total number of bytes in the flow. (Any additional information in the measurement records, such as TCP/UDP port numbers or type-of-service bits, could be used to compute separate traffic demands for each quality-of-service class or application.) Sampling of the measurements may be performed to reduce the total amount of data.

Computing the traffic demands requires information about the destination prefixes associated with each egress link. The aggregation process draws on a list, dest_prefix_set, of network addresses, each consisting of an IP address and mask length. Each prefix, dest_prefix, can be associated with a set of egress links, reachability(dest_prefix). In an operational network, these prefixes could be determined from the forwarding tables of the routers that terminate egress links. In particular, each forwarding-table entry identifies the next-hop link(s) for a particular prefix. This enables identification of the prefixes associated with each egress link. (The router connected to the egress links has the most detailed view of the destination prefix. Suppose a router has egress links that connect to customers that were assigned contiguous blocks of IP addresses. This egress router’s forwarding table would have an entry for each prefix to direct traffic to the appropriate access link. However, the other routers in the ISP backbone, and the rest of the Internet, do not need such detailed information. As such, the edge router may advertise an aggregated network address to the rest of the backbone. In this case, information available at the ingress router would not be sufficient to identify the customer prefix and the associated set of egress links.)

Each flow spans some time interval (from start to finish) and contributes some volume of traffic (bytes). Computing traffic demands across a collection of flows at different routers introduces a number of timing challenges. The flow records do not capture the timing of the individual packets within a flow. Since traffic engineering occurs on a time scale larger than most flow durations, we compute demands on a time
scale of tens of minutes to multiple hours. Consequently, we are not concerned with small variations in timing on the scale of less than a few minutes. We divide time into consecutive width-second bins. Most flows start and finish in a single bin. When a flow spans multiple bins, we subdivide the traffic in proportion to the fraction of time spent in each time period. For example, suppose a 10-kB flow spent 1 s in the first bin and 9 s in the second bin. Then, we associate 1 kB with the first bin and 9 kB with the second bin. The algorithm for computing the traffic demands is summarized in Fig. 3.

### III. MEASUREMENT AT PEERING LINKS

Collecting fine-grain measurements at each ingress link would be the ideal way to determine the traffic demands. In this section, we extend our methodology to measurements collected at a much smaller number of edge links— the links connecting the ISP to neighboring providers. We describe how to infer where outbound traffic enters the backbone, based on customer address information and a model of how traffic from each of the customer’s access links would be routed across the ISP backbone.

#### A. Adapted Measurement Methodology

Collecting fine-grained measurements at every ingress link would introduce substantial overhead in a large network. ISP backbones typically include a large number of access links that connect to customers at various speeds. The routers that terminate these links often vary in functionality and must perform computationally intensive access control functions to filter traffic to/from customers. Collecting flow-level statistics at every access link is not always feasible in practice. In some cases, a router may not be capable of collecting fine-grain measurements. In other cases, enabling measurement would impart a heavy load on the router or preclude the use of other features on the router. In contrast, a small number of high-end routers are used to connect to neighboring providers. These routers typically have much fewer links with substantial functionality (including measurement functions) implemented directly on the interface cards. Collecting fine-grain measurements on these links is much less difficult. In addition, throughout the Internet, the links between major service providers carry a large amount of traffic and are vulnerable to fluctuations in interdomain routing, making it very important to have detailed usage statistics from these locations.

By monitoring both the ingress and egress links at these locations, we capture a large fraction of the traffic in the ISP backbone. Measurement data is available at the ingress links for inbound and transit traffic, and at the egress links for outbound traffic. Reachability data is available at the egress links for all four types of traffic. Measuring only at the peering links introduces three main issues:

- **Internal traffic**: Monitoring the peering links does not capture the internal traffic sent from one access link to another. Some customer traffic may travel over particularly important access links to and from the ISP’s e-mail, Web, and DNS services. Flow-level measurements should be enabled on these access links—effectively treating these connections as peering links.

- **Ambiguous ingress point for outbound traffic**: Computing the outbound demands that travel from access links to peering links becomes more difficult, since flow-level measurements are not available at the ingress points. Inferring how these flows entered the network is the main focus of the rest of this section.

- **Duplicate measurement of transit traffic**: Measuring both ingress and egress traffic at the peering links may result in duplicate measurements of transit traffic. These flows should not be counted twice.

#### Classifying a flow: The first step in computing the traffic demands is to classify a flow as inbound, transit, or outbound, as illustrated in Fig. 2. The classification depends on the input and output links at the router that measured the flow, as summarized in Table I. We initially focus our discussion on inbound and outbound flows, and discuss transit traffic in greater depth at the end of the subsection. For inbound flows, traveling from a peering link to a backbone link, we can directly apply our methodology from Section II, since flow-level measurements are available from the ingress link. The process for aggregating the flow records is summarized in Fig. 4, skipping the details from Fig. 3 of dividing the bytes of the flow across multiple time bins.

**Handling outbound flows**: Outbound flows require more careful handling. The flow measurements provide two pieces of information: the destination prefix and the source address. The destination prefix is used to determine the egress link for the flow. The source address is used to determine the ingress link for the flow. If the destination prefix is not in the reachability table, the flow is classified as transit traffic. If the source address is not in the reachability table, the flow is classified as internal traffic. If both the destination prefix and source address are in the reachability table, the flow is classified as outbound traffic.
TABLE I
FLOW CLASSIFICATION BASED ON INPUT AND OUTPUT LINKS

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
<th>Classification</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peer</td>
<td>Backbone</td>
<td>Inbound or multi-hop transit</td>
<td>Point-to-multipoint demand</td>
</tr>
<tr>
<td>Peer</td>
<td>Peer</td>
<td>Single-hop transit</td>
<td>Point-to-multipoint demand</td>
</tr>
<tr>
<td>Backbone</td>
<td>Backbone</td>
<td>Backbone traffic</td>
<td>Omit flow</td>
</tr>
<tr>
<td>Backbone</td>
<td>Peer</td>
<td>Outbound or multi-hop transit</td>
<td>Identify possible ingress link(s)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Omit flow or compute demand</td>
</tr>
</tbody>
</table>

For each flow: (input, output, source, dest, start, finish, bytes)

dest_prefix = longest_prefix.match(dest, dest_prefix_set);
eggesset = reachability(dest_prefix);
if (input.type == peer) /* Inbound or (ingress) transit flow */
compute volume [input, eggesset, input, output, time_bin] for each bin;
else /* Outbound or (egress) transit flow */
src_prefix = longest_prefix.match(source, src_access_prefix_set);
if (src_prefix ≠ Ø)
ingress.set = sendability(src_prefix);
compute volume [ingress.set, eggesset, input, output, time_bin] for each bin
Output for each aggregate: (ingress.set, eggesset, input, output, time_bin, volume)

Fig. 4. Computing traffic demands based on measurements at peering links.

of information that help us infer the ingress link responsible
for outbound traffic—the source IP address and the input/output
links that observed the flow at the egress router. The source ad-
dress indicates which customer generated the traffic. We can
match the source address with a customer prefix and, in turn,
match this prefix with a set of possible access links that could
have generated the traffic. (Note that we must assume that the
source address correctly identifies the sender of the traffic. Al-
though this is typically the case, a small fraction of the packets
may have spoofed source addresses; that is, the sender may put
a bogus source address in the IP packet header to evade detec-
tion while attacking the destination host.) The pseudocode in
Fig. 4 draws on a list, src_access_prefix_set, of the net-
work addresses introducing traffic at access links. Each source
prefix, src_prefix, can be associated with a set of ingress
links based on the map sendability(). We also retain infor-
mation about the input and output links that measured the flow.
This information helps us infer which of these access link(s)
could have originated the traffic, as discussed in Section III-C.

Handling transit flows: Next, we discuss how our method-
ology applies to transit traffic that travels from one neighboring
provider to another. Transit traffic falls into two categories—
single-hop and multiple-hop, as shown in Fig. 2. A single-hop
transit flow enters and exits the ISP backbone at the same edgeouter, without traversing any backbone links; in this case, the
flow is measured once, at this router. A multihop transit flow
enters at one router, traverses one or more backbone links, and
exits at another router; in this case, the flow is measured twice—
at the ingress and egress points. The best place to capture a
transit flow is at its ingress link, where we can apply the method-
ology of Section II. To avoid double-counting the flow, we need
to discard the flow records generated by multihop transit flows
as they leave the network. This requires distinguishing outbound
flows (introduced by an access link) from transit flows (intro-
duced by a peering link). For a flow leaving the network, the al-
gorithm in Fig. 4 attempts to match the source IP address with a
customer prefix. For transit flows, this matching process would
fail, and the associated flow record would be excluded.

B. Identifying Candidate Ingress Links

To associate each outbound flow with a set of ingress links,
we must determine which source IP addresses could introduce
traffic on each access link. On the surface, this problem seems
equivalent to determining the set of destination prefixes associ-
ated with each access link. However, Internet routing is not sym-
metric. Traffic to and from a customer does not necessarily leave
or enter the backbone on the same link. Hence, the forwarding
table of the router terminating the access link may not have suf-
cient information to identify the source prefixes. For example,
suppose a customer with two IP prefixes has two access links
to the ISP. For load-balancing purposes, the customer may wish
to receive traffic for one prefix on the first access link, and the
rest of the traffic on the second access link. (This may involve
configuring static routes for these prefixes in the edge routers
that terminate the access links. Alternatively, the customer may
announce these routes to the ISP using a routing protocol such
as RIP or BGP.) In this example, each prefix would be reachable
via a single access link. Yet, the customer could conceiv-
ably send traffic from either prefix via either access link. Hence,
the router forwarding tables are not sufficient for identifying the
source addresses that might generate traffic on an access link.

Fortunately, an ISP typically knows the IP addresses of its
directly connected customers. In fact, the customer may be as-
signed IP prefixes from a larger address block belonging to the
ISP. In other situations, the customer already has its own block
of IP addresses. Information about the assignment of address
blocks may be available in a variety of places, including the
ISP’s database of its customers or in a configuration database.
As part of provisioning a new customer, the ISP configures the
router that terminates the associated access link. Packet filters
are specified to detect and remove traffic with bogus source
IP addresses [17]. These packet filters indicate which sources
might send traffic via a particular access link. The packet filters for each interface are specified in the router’s configuration file. By parsing the router configuration files, we can determine which source prefixes to associate with each access link. From this information, we can determine the set of access links associated with each source prefix.

Using packet filters to identify source IP addresses is most appropriate for access links to directly connected customers that do not connect to other service providers, or have downstream customers of their own. For customers that do connect to other service providers, or have downstream customers of their own, it is difficult to specify static packet filters for each source prefix on each possible ingress link. For example, when a neighboring domain acquires a new customer, traffic from these new source addresses could enter the ISP’s backbone. Although the downstream provider typically performs packet filtering, these filters may not be known to the upstream ISP. This is a fundamental issue that arises in the Internet due to the use of dynamic routing protocols based on destination reachability information. In these situations, our measurement methodology would argue for performing flow-level measurements at the ingress links, rather than depending on knowing the set of links where these sources could enter the ISP backbone.

C. Matching Flows With Routes

For inbound and transit flows, the algorithm in Fig. 4 results in a point-to-multipoint demand. However, each outbound flow is associated with a set of ingress links, resulting in a multipoint-to-multipoint aggregate. Computing point-to-multipoint demands for outbound traffic requires an additional step to determine which access link initiated the traffic. Knowledge of intradomain routing can help resolve the ambiguity. For example, consider a source IP address that is associated with access links in Los Angeles and Washington, D.C., as shown by the two “?” symbols in Fig. 5. Suppose the customer sends traffic to a destination with egress links in San Francisco and New York, and the actual flow was observed leaving the backbone on a peering link in San Francisco. Suppose that traffic from the Washington, D.C., access link to that destination would have been routed to the New York peering link. Then, the flow observed in San Francisco could not have originated from the D.C. access link. Instead, the flow entered the ISP backbone in Los Angeles.

Determining whether an outbound flow could have entered the network at a given ingress link requires knowledge of the backbone topology and intradomain routing configuration at the time the flow was measured. For a given ingress link and set of egress links, we determine on which egress link the flow would exit the network. If this was not the egress link where the flow was observed, then this ingress link can be eliminated from consideration. In fact, knowing the path(s) from the ingress link to the egress link provides additional information. The flow was observed as it traveled from an input (backbone) link to an output (peering) link at the egress router. The path of the flow from the ingress link must include both of the links that observed the flow. Otherwise, this ingress link should be excluded from consideration. This process must be repeated for each of the possible ingress links, as shown in Fig. 6. The disambiguation process has three possible outcomes:

- **One ingress link**: A single ingress link could have generated the traffic. This is the ideal situation, resulting in a single point-to-multipoint demand.

- **Multiple ingress links**: More than one of the candidate ingress links could have generated the traffic. This would happen if multiple ingress links would send the traffic to the same egress router, and would enter this router on the same input link. Traffic from these access links may follow a similar path through the backbone, imparting load on some of the same links and routers. When multiple access links could have generated the traffic, the disambiguation process generates multiple demands, each with an equal fraction of the traffic.

- **Zero ingress links**: If none of the candidate ingress links could have generated the traffic, the disambiguation process has failed and the flow record is discarded. These “misses” are discussed in more detail in Section V-B.

In a similar manner, the routing model is useful for verifying the correctness of the inbound and transit demands.

The disambiguation process depends on knowing the possible paths from each ingress link to each egress link. We obtain this information from a routing model that captures the details of path selection in the ISP backbone. For each point-to-multipoint demand, the routing model determines the particular egress point as well as the path(s) through the network from the ingress link to the egress link. The set of egress links represents the outcome of the early steps of the BGP route-selection process. The routing model captures the last two steps—selection of the shortest path egress link(s) based on the intradomain routing protocol and tie-breaking based on the router identifier. The main complexity stems from the modeling of intradomain routing. Our routing model [7] captures the details of OSPF routing in networks with multiple areas, including the splitting of traffic across multiple shortest path routes. Snapshots of the router forwarding tables from the operational network have been used to verify the correctness of our routing software.

IV. DATA SETS FROM AT&T BACKBONE

This section describes our experiences harvesting, parsing, and joining four large data sets, each collected from multiple locations in the AT&T IP Backbone. Monitoring the peering links produces, on average, one byte of measurement data for every 138 bytes of data traffic. We describe how we join these
flow-level measurements with information from router configuration files, router forwarding tables, and SNMP data to compute the traffic demands. Then, we discuss how we addressed several practical constraints in processing the large set of flow-level measurements.

A. Data Sets

The computation of the traffic demands draws on several different data sets, as summarized in Table II.

**Router configuration files:** Router configuration files reflect the configuration of a router as part of the IP network. The file specifies the configuration of the router hardware, the partitioning of resources (e.g., buffers and link capacity), the routing protocols (e.g., static routes, OSPF, and BGP), and the packet-forwarding policies. A global view of the network topology and configuration can be constructed by joining information across the configuration files of the various routers in the ISP's backbone [18]. This enables us to identify all of the routers and links, and their connectivity. In addition, the joined configuration files enable us to determine the type of each link (access, peering, or backbone), as well as the packet filters associated with each access link. This information is important for aggregating the flow-level measurements. Finally, the configuration files indicate the link capacities, as well as the OSPF weight and area for each backbone link, which are necessary input for the routing model.

**Router forwarding tables:** Each router has a forwarding table that identifies the IP address(es) and name(s) of the next-hop interface(s) for each destination prefix (e.g., "135.207.0.0/16 12.126.223.194 Serial2/0/0:26"). We use the forwarding tables to associate each destination prefix with a set of egress links. The name of the next-hop interface is joined with the name of the corresponding egress link from the router configuration files. Joining this information produces the list, dest_prefix.set, of destination prefixes and the map, reachability(), of each destination prefix to a set of egress links. In addition, the forwarding tables are used to verify the correctness of the routing model. Having a snapshot of the forwarding tables close together in time enables us to determine how each router forwarded traffic toward each destination prefix. In particular, the forwarding tables enable us to identify which subset of the backbone links would carry traffic destined to a particular prefix. These paths were checked against the routes computed by our routing model.

**Netflow records:** The flow-level measurements were collected by enabling Netflow [15] on each of routers that terminate peering links. Each router exports the measurements as UDP packets in groups of one to thirty flow records. These UDP packets are sent to a collection server. Each flow record corresponds to a collection of packets that match in their key IP and TCP/UDP header fields and were routed in the same manner (i.e., same input and output link, and same forwarding-table entry). The record includes the packet header and routing information, as well as the time (i.e., start and finish time in seconds) and size (i.e., number of bytes and packets) of the flow. Our
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**TABLE II**

**DATASETS AND KEY FIELDS USED IN COMPUTING AND VALIDATING THE TRAFFIC DEMANDS**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Location</th>
<th>Key Fields</th>
<th>Location</th>
<th>Key Fields</th>
</tr>
</thead>
<tbody>
<tr>
<td>Configuration files</td>
<td>Router</td>
<td>Per interface: IP address, name, type (peer/access/backbone), and capacity</td>
<td></td>
<td>Per interface: IP address and prefix length (OSPF index)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Per backbone interface: OSPF configuration (weight and area)</td>
<td></td>
<td>Per access interface: network addresses for packet filters</td>
</tr>
<tr>
<td>Forwarding tables</td>
<td>Router</td>
<td>Per interface: set of network addresses (IP address and prefix length)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Netflow logs</td>
<td>Peer link</td>
<td>Per flow: input and output interfaces (SNMP index), src and dest IP addresses, start and finish times, and number of bytes and packets</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SNMP data</td>
<td>Interface</td>
<td>Per interface: SNMP index, IP address, and utilization</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
analysis focuses on the source and destination IP addresses, the input and output links, the start and finish time, and the number of bytes. The other fields in the Netflow records could be used to compute separate traffic demands for different subsets of the traffic.

**SNMP interface indices:** Processing a Netflow record requires associating the input and output link that observed the flow with the corresponding links in our model of the network topology. However, the Netflow record identifies each link in terms of an integer SNMP index, whereas the forwarding tables and router configuration files reference a link by its name and IP address. The SNMP index is an integer value that uniquely identifies each interface in the router. The index does not change unless the interface is moved or another interface is installed in the same router. However, this identifier is not available in the router configuration files or the router forwarding tables. Periodic polling of the router’s SNMP variables allows us to determine the IP address and name associated with each SNMP index. SNMP data also includes statistics about the number of bytes carried on each link on a five-minute time scale. We used these statistics as an independent verification of the loads computed by aggregating the Netflow data.

### B. Practical Constraints

The processing of the Netflow data introduced several practical challenges, which we briefly summarize:

**Router clock synchronization:** Each router synchronizes the clock of its route processor to a central server using the Network Time Protocol (NTP). However, the clocks on individual interface cards are not always synchronized, due to a historical bug in Cisco’s Internet operating system. We addressed this problem by aligning the Netflow records collected on the interface cards with records from the route processor. All timestamps within the Netflow data are relative to a base clock. For each router, it suffices to adjust the base clock of the records originating each link with those originated by the route processor. In post-processing the Netflow data, we realign the base clock of each interface to match with the most recent record from the route processor. The route processor receives a relatively small number of data packets (such as routing protocol traffic and packets with expired time-to-live (TTL) values), compared to the interface cards. Still, flow records are generated by the route processor quite frequently on a busy router; during a sampled 24-h period, the interarrival time of flow records from the route processor has a mean of 0.32 s and a maximum of 91.4 s. Hence, the uncertainty introduced by correcting for timestamp problems is very small compared to the time scale of the subsequent aggregation.

**Lost measurement data:** Netflow records are transmitted to the collection server using UDP. As such, the measurement data is not delivered reliably. Limited bandwidth to our collection server resulted in loss of up to 90% of the UDP packets during heavy load periods. Nearly all of these packets were lost on the link connecting to our measurement server, dwarfing the losses experienced by the Netflow data in the rest of the backbone. The traffic on the link to the collection server consists mainly of the UDP Netflow data. The traffic dynamics typically introduced by TCP congestion control do not arise in this context. The dominance of UDP traffic, coupled with the limited bandwidth, results in a nearly random sampling of the measurement records. To test our hypothesis of random packet loss, we analyzed the loss patterns based on the sequence numbers of the Netflow records that arrived successfully. Detailed analysis of the loss characteristics showed that the distribution of the number of consecutive losses is consistent with assuming independent loss. Based on the assumption of random independent loss, we apply a correction factor to the received flow records to account for lost measurement data, taking in to account the fact that the loss rate varies across time and (potentially) across routers. First, we determine the loss rate during each (ten-minute) time interval for each router (and each “engine” that exports Netflow data), based on sequence numbers in the stream of flow records. Then, we assume that flows that are observed are statistically similar to other flows that ended during the same time period. We apply a correction factor based on the loss probability during that time period, corresponding to the time that the flow record was exported to the collection server. This correction factor is applied to all bytes within the flow. To verify our approach, and to select the ten-minute interval for applying the loss correction, we compared our corrected Netflow data against independent link-load statistics from SNMP. For example, Fig. 7 plots the utilization of both directions of a peering link on a 1-h timescale over the course of a day. The plots for loss-corrected Netflow match the SNMP statistics relatively closely.

**Data sets from multiple time periods:** Computing the traffic demands required joining four independent data sets, each collected from multiple locations in the network at different times during the day. This introduces significant challenges in joining and analyzing the data. These data sets also provide a unique opportunity to quantify the effects of routing instability on an operational network. Table III summarizes the data sets used in the experiments in the next section. We focus on four days in November 1999. November 3 and 4 are a Wednesday and a Thursday, respectively. November 11 and 12 are a Thursday and a Friday, respectively. These flow measurements enable us to compare traffic on two consecutive days and two consecutive weeks. Daily configuration files are used to generate the topology model. Each experiment uses the most recent forwarding tables and SNMP data available. The SNMP data is the least sensitive, since the SNMP index for each link does not change unless the network undergoes a structural change; these changes occur infrequently on the routers that terminate peering links. Independent verification assured that this did not occur during the periods of our data collection.

### V. Experimental Results

In this section, we present the results from aggregating and validating the flow-level measurements collected at the peering links. Then, we discuss the application of the routing model to disambiguate and validate the demands. In both cases, we discuss the implications of the ambiguity of the ingress links for outbound flows, fluctuations in egress reachability information, and inconsistencies across the various data sets. Then, we
present our initial results from analyzing the spatial and temporal properties of the traffic demands.

A. Netflow Aggregation

The first phase of computing the traffic demands applies the methodology in Fig. 4 to the Netflow data. Typically, more than 98% of the bytes observed at the peering links can be mapped to a point-to-multipoint (inbound/transit flows) or multipoint-to-multipoint aggregate (outbound flows), as shown in the “miss” column of Table IV. These mismatches stem from the three key steps in Fig. 4: 1) identifying the input and output links that observed the flow; 2) associating the destination IP address with a set of egress links; and 3) associating the source IP address (of an outbound flow) with a set of ingress links.

**Identifying the input and output links that observed the flow:** A significant fraction of the misses can be explained by step 1), as shown in the “Out 0” and “Loop” columns in Table IV. Each Netflow record logs the SNMP indices for the input and output links that observed the flow. In our data sets, every Netflow record had valid input and output fields that matched with our SNMP data. Approximately 0.5%–0.7% of the bytes in the network had a output link of 0, meaning that the data was delivered to the route processor. Further inspection of the raw Netflow data reveals that about 0.4% of these bytes stem from traffic actually destined to the router.  

The remaining flows with an output link of 0 correspond to unroutable traffic. For example, a packet with an expired TTL field, as generated by traceroute, would fall in this category. These unroutable packets are directed to the route processor for further handling. The second category of misses (“loop”) arises when a flow enters and leaves the router on the same link. These transient forwarding loops account for an extremely small portion of the total bytes in the network (e.g., less than 0.03%).

**Associating the destination IP address with a set of egress links:** As expected, the matching process is most successful when measurements are collected at the ingress link, as seen in the “Inbound (Egress)” column. Still, a small number of mismatches arise in associating a flow’s destination IP address with the egress links. That is, the destination IP address does not match with any of the prefixes observed in the snapshots of the router forwarding tables. These mismatches stem from
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**TABLE III**

<table>
<thead>
<tr>
<th>Netflow Logs (all day)</th>
<th>Configuration Files (8pm GMT)</th>
<th>Forwarding Tables (4pm GMT)</th>
<th>SNMP Indices (8pm GMT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>11/03/1999</td>
<td>11/03/1999</td>
<td>11/04/1999</td>
<td>11/01/1999</td>
</tr>
</tbody>
</table>

**TABLE IV**

<table>
<thead>
<tr>
<th>Run</th>
<th>Miss</th>
<th>Out 0</th>
<th>Loop</th>
<th>Inbound Egress</th>
<th>Outbound Egress</th>
</tr>
</thead>
<tbody>
<tr>
<td>11/03/99</td>
<td>1.720</td>
<td>0.691</td>
<td>0.006</td>
<td>0.442</td>
<td>0.451 0.127</td>
</tr>
<tr>
<td>11/04/99</td>
<td>1.630</td>
<td>0.749</td>
<td>0.010</td>
<td>0.379</td>
<td>0.452 0.039</td>
</tr>
<tr>
<td>11/11/99</td>
<td>4.720</td>
<td>0.540</td>
<td>0.009</td>
<td>1.019</td>
<td>2.939 0.210</td>
</tr>
<tr>
<td>11/12/99</td>
<td>1.778</td>
<td>0.563</td>
<td>0.022</td>
<td>0.475</td>
<td>0.642 0.074</td>
</tr>
</tbody>
</table>

---

1 The destination address of these flows is the router’s loopback IP address. This traffic comes from ICMP (Internet Control Message Protocol) messages, Telnet, and SNMP polling for routine operational tasks.
transient changes in reachability information. For example, the destination may have been temporarily unreachable when the forwarding tables were collected. Or, perhaps the destination’s egress point moved from one router to another, with neither snapshot showing a route to that destination. These kinds of fluctuations in reachability information are unavoidable in dynamic routing protocols. Fortunately, they did not have a significant affect on our ability to match the flows. To verify this hypothesis, we identified the top few destinations, responsible for the majority of the missed traffic, and found that these destinations were represented in the forwarding tables collected on subsequent days. Identifying the egress links for outbound traffic has similar challenges, as seen by the statistics in the “Outbound (Egress)” column.2

Associating the source IP address (of an outbound flow) with a set of ingress links: The most challenging part of aggregating the outbound flows arises in matching the source IP address with one or more access links, as shown in the “Outbound (Ingress)” column in Table IV. The aggregation process identifies at least one candidate ingress link for over 99.3% of the outbound bytes. However, matching the source IP address with a set of access links does not necessarily imply that one of these links actually generated the traffic. This check does not occur until the later stage of disambiguating the set of ingress links based on the routing model.

Overall, the results are consistent across the four experiments. However, the November 11 data has a higher proportion of mismatched bytes (4.7% versus less than 2% for the other days). These extra misses arise in two categories—egress links for inbound traffic and ingress links for outbound traffic. Both errors relate to customer IP addresses. Upon further inspection, most of these misses stem from a single access link. The access link was upgraded some time after 8pm GMT, when the configuration files were collected. Hence, our copy of the configuration file of the router terminating the new link had the name and IP address of the old link. The forwarding table was collected several days later on November 14. In this table, the next-hop entries pointing to the new link are used to direct traffic to a collection of customer prefixes. However, in our automated joining of the data sets, we did not associate these customer prefixes with the old link specified in the configuration file. Hence, these customer prefixes were unknown during the aggregation of the Netflow data. Manually associating the prefixes with the old link, and repeating the experiment, reduced the number of egress misses (for outbound traffic) from 1.019% of the bytes to 0.468% and the number of ingress misses (for inbound traffic) from 2.939% of the bytes to 0.595%, consistent with results from other days.

B. Route Disambiguation

The second phase of computing demands applies the methodology in Fig. 6 to match the aggregated traffic with routes. The disambiguation process is primarily used to infer the ingress link associated with each outbound demand. However, we find that the procedure also provides a useful consistency check on our initial processing of the flow-level data, and aids in studying the dynamics of the other data sets involved in the computation.

1) Inbound and Transit Flows: Our methodology is most effective for inbound and transit traffic, where measurements are available at the ingress links. In this case, the techniques in Section III produce a point-to-multipoint demand. Still, our experimental results from aggregating the Netflow data are not sufficient to show that we associated each traffic demand with the correct ingress link and set of egress links. The routing model provides an important consistency check by verifying that traffic from the ingress link to the set of egress links would actually traverse the links that measured the flow. The results of this check are shown in the “Inbound (miss)” column in Table V, which shows that the routing test failed for less than 1% of all bytes entering the network at the peering links. This is very promising, though not perfect. Not all changes in the set of egress links would result in a change in how the observed traffic would exit the network. Still, an error rate of less than 1% suggests that our methodology is effective for handling traffic measured on ingress links.

2) Outbound Flows: We expect our approach to be less effective for outbound traffic, due to unavoidable ambiguity about the ingress links. In addition, the peering links are vulnerable to fluctuations in reachability information due to the dynamics of interdomain routing between neighboring ISPs.

Inconsistent forwarding tables at peering links: In a small number of cases, the forwarding tables at the peering links are inconsistent with the observed flows. That is, the forwarding table suggests that the router that observed the flow would have forwarded the traffic to a different link! These inconsistencies are flagged in the “baddest” column, and account for 1.0%–3.5% of the bytes leaving the network on peering links. We observed the fewest errors on the November 4th data set, where we had forwarding tables and Netflow data from the same day. To verify our hypothesis that these inconsistencies stem from fluctuations in reachability information, we inspected a single day of flow data in greater detail. The

\*\*2The statistics for egress matching for outbound traffic are slightly lower than the corresponding statistics for inbound traffic. This arises from the operation of our aggregation software, which does not try to identify a set of egress links for an outbound flow unless one or more possible ingress links could be identified.
source–destination pairs in the affected demands typically moved in and out of the “baddest” category across the day, suggesting that the forwarding table entries in the operational router were changing across time.

Disambiguation to a single ingress point: Computing demands for outbound flows is also complicated by uncertainty about which ingress link generated the traffic. Approximately 35%–45% of the bytes leaving the network at the peering links were associated with multiple candidate ingress links. Some of this ambiguity could be resolved by the routing model. In fact, between one-third and one-fourth of these bytes could be resolved to a single ingress link after applying the disambiguation process outlined in Fig. 6, as seen by the “perfect” column in Table V. With further inspection, we see that some of these demands came from customers with access links on the east and west coasts. Traffic from these access links are likely to exit the network on different egress links. However, complications arise when a customer has more than one link in the same region of the country. For example, a single customer may have two access links terminating on different routers in the same city. This offers protection from the failure of a single router without forcing customer traffic to enter the network in a different city.

Disambiguation to multiple ingress points in the same city: The routing model typically cannot disambiguate traffic from two access links from the same customer in the same city. Traffic from these two access links would typically exit the network on the same peering links for most (if not all) destination prefixes, and often follows a similar path through the ISP backbone. This occurs when the intradomain path costs to and from these two access links are very similar, if not the same. In this case, successfully disambiguating the two access links is not very important! Associating the traffic with the wrong access link does not have much influence on the flow of traffic in the backbone. In fact, assuming that the traffic was split evenly across the two links, as shown in Fig. 6, is quite reasonable. Customers often configure their routers to perform load balancing across their multiple access links, resulting in a nearly even distribution of the traffic on the two links. Overall, disambiguation to a single city accounts for 13%–19% of the outbound bytes, as seen in the “one city” column in Table V. In total, about two-thirds of the ambiguous ingress sets were resolved to one or more access links in a single city (“perfect” or “one city”).

Disambiguation to multiple ingress points in different cities: Some customers are multihomed to routers in different cities, and may even generate traffic from a single block of IP addresses on both links. Such multihoming is useful for additional fault-tolerance, or because the customer has sites in multiple geographic locations. When the homing locations are relatively close to each other, the routing model may not be able to disambiguate the set of ingress links. This is a situation where additional measurement at the ingress links would be useful. Still, overall, the disambiguation process is quite successful. Only 2.5%–4% of the bytes could not be associated with (one or more) point-to-multipoint demands. These results are shown in the “Outbound (miss)” column in Table V, which includes the contribution of the “Outbound (baddest)” statistics. Based on these results, the rest of this section focuses on analyzing the statistical properties of the observed demands.

C. Traffic Analysis

In this section, we present initial results of a statistical analysis of the traffic demands. We focus on: 1) statistical characteristics of inbound and outbound traffic, at different levels of aggregation (point-to-multipoint demands, or corresponding point-to-point loads on edge routers); 2) time-of-day variations in traffic demands; and 3) variations at coinciding time intervals within the two weeks.

Statistical characteristics of inbound and outbound traffic: A network with many access and peering links has a large number of point-to-multipoint demands. However, a very small proportion of these demands contribute the majority of the traffic. In Fig. 8, we rank point-to-multipoint demands (or point-to-point loads) in increasing order of size. The plots are restricted to the upper tail of the distribution, accounting for 80% of the total traffic. We refer to the particular demands (or loads) in this upper tail as the heavy hitters. We found the plots to be nearly linear on the log–log scale, as is characteristic of a Zipf-like distribution, where the contribution of the \( k \)th most popular item varies as \( 1/k^\alpha \), for some \( \alpha \). We found this general pattern to hold for all data sets and at all levels of temporal and spatial aggregation. Fig. 8(b) shows greater concentration...
of traffic over fewer heavy hitters in outbound versus inbound traffic. Similar trends have been seen in earlier studies that consider the load on individual links or servers. For example, link-level traces show that the distribution of traffic at the prefix and AS level follows Zipf’s law [19]. Studies of the World Wide Web have shown that a small fraction of the requests, resources, and servers are responsible for the bulk of the traffic [20], [21]. The small number of heavy hitters has important implications for traffic engineering. On the positive side, since the leading heavy hitters account for so much traffic, care in routing just these demands should provide most of the benefit. In addition, when measuring traffic demands, relatively coarse statistical subsampling should suffice. On the negative side, if the internal routing configuration concentrates heavy-hitter traffic on common links, through error or inherent fluctuations in the identities of the heavy hitters, the negative impact on performance could be severe. In general, the concentration of demand on a few sources opens up the possibility of large-scale network variability if these sources change behavior.

**Fig. 9.** Time-of-day effects in the measured traffic demands for November 3 and 4.

Traffic variations at coinciding time intervals within the two weeks: To investigate change among the heavy hitters more systematically, we consider grouping the demands into quantiles (e.g., the first group corresponds to the highest ranked demands together accounting for 5% of the traffic, the second group to the remaining highest ranked demands accounting for the next 5% of the traffic, and so forth). How do the groupings change with time-of-day? Fig. 10 provides a two-dimensional histogram, where the grayscale of the \(i, j\)th block indicates the proportion of the demands in quantile \(i\) in one time period that move to quantile \(j\) in another time period, \(h\) hours later. In Fig. 10(a), the lag \(h\) is a half hour, and in Fig. 10(b) it is 24 h. The top demands (top right corner) show the least variation. In both cases, the concentration of mass along the diagonal indicates little quantile jumping. Demands in a given quantile appear in the same quantile or a nearby quantile 24 h later. Varying \(h\) over the 24-h interval we found the mass along the diagonal day. (The identities of the top 500 may change from half hour to half hour.) There is significant variation in demand sizes at the highest ranks. We have looked at the top demands more closely, and found that they may exhibit quite different time-of-day patterns. This is demonstrated in Fig. 9(b), where we have plotted the time of day variation for three heavy demands entering the network in San Francisco. We informally label these three demands as domestic consumer, domestic business, and international, because they correspond of the usage patterns of consumer and business domestic dial traffic, with international traffic roughly similar to a time-shifted business pattern.
first tends to diffuse and the band widens up to \( h = 12 \) h, where-upon the mass then tends to concentrate and the band narrows up to \( h = 24 \) h. These preliminary results suggest a certain amount of stability in the identity of the top demands across time.

VI. CONCLUSION

Engineering a large ISP backbone introduces fundamental challenges that stem from the dynamic nature of user behavior and reachability information, and the lack of end-to-end control over the path of a flow. Yet, careful engineering of the network is important, since the routing configuration and backbone topology have significant implications on user performance and resource efficiency. In this paper, we propose a model of traffic demands that captures 1) the volume of data; 2) the entry point into the ISP network; and 3) destination reachability information. This simple abstraction facilitates a wide range of traffic engineering applications, such as performance debugging, route optimization, and capacity planning. We also present a methodology for populating the demand model from flow-level measurements and interdomain routing information, and apply our approach to a large operational ISP network. Our analysis of the measured demands reveals significant variations in demand sizes and popularities by time-of-day, but a certain amount of stability between consecutive days.

In populating our demand model, we faced three main challenges:

- **Working with four different datasets:** Organizing access to all data sets during the same time period is difficult. Insuring their completeness and consistency posed both operational and computational challenges. Last, determining how best to join the datasets forced us to address the questions of subsampling and temporal uncertainties between the datasets.

- **Ambiguity of ingress points:** For a flow measured only at its egress link, determining the ingress link is challenging. This difficulty arises because hop-by-hop routing (based on the destination IP address) implies that downstream routers do not necessarily have (or need!) information about how packets entered the domain. In addition, the increasing decentralization of the Internet makes it difficult for any one ISP to know the source IP addresses of downstream domains.

- **Dynamics of the egress points:** Policy changes in one domain can have unforeseen implications on the reachability information seen by other ISPs. We see evidence of this in the churn in the forwarding tables across time, and the resulting inconsistencies between the datasets. This complicated the identification the set of egress links for traffic demands.

Despite these challenges, our approach for populating the demand model performs quite well. Inconsistencies that arose could be explained by natural network dynamics.

Our ongoing work focuses on how to compute the traffic demands in real time in an efficient and accurate manner. This requires a scalable monitoring architecture for collecting measurement data:

- **Flow/packet sampling:** Collecting fine-grain traffic statistics introduces a large amount of measurement data. Relatively aggressive sampling should suffice for estimating the traffic demands, especially since the traffic volumes are dominated by a small number of “heavy hitters” as discussed in Section V-C. We are interacting with router vendors to socialize the need for good support for packet-header sampling in the line cards. The industry needs to treat measurement functionality as a “first class” feature of routers and line cards.

- **Distributed collection infrastructure:** Transferring a large amount of measurement records to a central collection machine places a load on the network and on the processor. A distributed infrastructure can substantially reduce the overhead of collecting and processing the data. With the core research and development team for the AT&T IP backbone, we are in the process of developing a distributed infrastructure for collecting and aggregating measurement data.

- **Measurement at ingress points:** Computing traffic demands from ingress measurements is more accurate than depending on route disambiguation to identify the ingress points. Efficient sampling techniques and a distributed collection infrastructure reduce the overhead of enabling measurement at the edge links. However, some routers and line cards may not have efficient support for measurement. Selective measurement at certain important edge links may be sufficient to capture the bulk of the important traffic.

In addition to evolving the monitoring infrastructure, we plan to devote more attention to the analysis our measured traffic demands. The network-wide view of configuration and usage data in an ISP backbone provides a rich opportunity to characterize the fluctuations in IP traffic demands. Our initial analysis suggests that these demands have interesting spatial and temporal properties with significant implications for Internet traffic engineering. Further statistical analysis of this data would lend insight into new techniques for the design and operation of IP backbone networks.
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